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Exercise 1 : Brzozowski-McCluskey algorithm

The goal of this exercise is to translate a �nite automaton into a rational ex-
pression, giving an alternate proof of the associated implication of Kleene's
theorem. We will proceed by successive transformations of the automaton.

1. We call strongly normalized every automaton which has a unique initial
state to which no transition leads and a unique �nal state with no exiting
transition, i.e. an automaton A = 〈Q,Σ, {i}, {f}, δ〉 such that for every
state q and letter a, (q, a, i) /∈ δ and (f, a, q) /∈ δ. Show that for all �nite
automaton, there is a strongly normalized automaton which recognizes the
same language.

We will use a generalization of the de�nition of �nite automata: the transition
function will be a subset of Q × 2Σ∗ × Q. An execution of such an automa-
ton recognizes the concatenation of languages of the transitions' labels. The
automaton recognizes the union of the languages of all its accepting executions.

2. Show that every generalized automaton is equivalent to a generalized au-
tomaton in which there exists exactly one transition between each pair of
states: q′ ∈ δ(q, L) et q′ ∈ δ(q, L′) implies L = L′.

3. Let A be a strongly normalized generalized automaton with initial state
i and �nal state f . Let q ∈ QA, q 6∈ {i, f}. Show that there exists an
automaton equivalent to A with set of states QA \ {q}.

4. Conclude that if L is recognized by a strongly normalized generalized au-
tomaton A, then L belongs to the rational closure of the labels of the
transitions of A.

5. Show that every �nite automaton has an equivalent generalized automaton.

6. Give a procedure which, given a �nite automaton, outputs a rational ex-
pression of same language.

7. Apply the construction to compute a rational expression corresponding to
the following automaton:
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8. We consider the alphabet Σn = [1;n]× [1;n] and de�ne:

L = { (a1, a2)(a2, a3) . . . (am, am+1) : m ≥ 1, a1 = 1, am+1 = n }

(a) Give an automaton of linear size recognizing L.
(b) What is the size of the expression obtained by this construction on this

automaton?

Exercise 2 : Minimization by Moore's algorithm

1. Minimize the automata A1 and A2, using Moore's algorithm:
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(a) Automaton A1

2. Give a minimal automaton for L = ((a(a+ b)2 + b)∗a(a+ b))∗.

Exercise 3 : Flashback

We proved that the language of palindromes over alphabet Σ = {a, b} is not
recognizable. We say a palindrome is non trivial if its length is greater than or
equal to 2. Determine which of the following languages are recognizable (and
prove it):

1. The language L1 of words in Σ∗ containing a non trivial palindrome as a
pre�x.
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(a) Automaton A2

2. The language L2 of words in Σ∗ containing a non trivial palindrome of even
length as a pre�x.

Contrôle continu 4

À rendre pour le 29/02 à 16h15.

Exercise 4 : Résiduels

Calculer les résiduels de L = a∗(aa+ b) + b(a+ ba)∗ et construire son automate
minimal.

Exercise 5 : Characterizing recognizability

We want to show a converse to the pumping lemma. We say that a language L
satis�es Ph if for all uv1 . . . vhw avec |vi| ≥ 1, there exists 0 ≤ j < k ≤ h such
that

uv1 . . . vhw ∈ L⇔ uv1 . . . vjvk+1 . . . vhw ∈ L.

The theorem of Ehrenfeucht, Parikh & Rozenberg states that L is rational i�
there exists h such that L satis�es Ph.

1. Show that if L satis�es Ph, then w−1L also does for every word w ∈ Σ∗.

2. Let h ∈ N. We want to show that the number of languages satisfying Ph

is �nite. We use the following statement of Ramsey's theorem:

For every k there is N such that, for every set E of cardinal greater
than N and every bipartition P of P2(E) = { {e, e′} : e, e′ ∈
E, e 6= e′ }, there exists a subset F ⊆ E of cardinal k such that
P2(F ) is contained in one of the classes of P .
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Let N be the natural number given by Ramsey's theorem for k = h + 1.
Let L and L′ be two languages satisfying Ph and coinciding on words of
size smaller than N . Prove that they coincide on words or size M ≥ N ,
by induction on M . You may consider, for a word f = a1 . . . aN t of size M
(with ai ∈ Σ), the following partition of P2([0;N ]):

Xf = { (j, k) : 0 ≤ j < k ≤ N, a1 . . . ajak+1 . . . aN t ∈ L }

Yf = P2([0;N ]) \Xf

Conclude.

3. Conclude that if a language L satis�es Ph for some h, then L is regular.
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